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Project Overview

Background:

Climate change is a global issue characterized by changes in
temperature, precipitation patterns, sea levels, and increasing
frequencies of extreme weather conditions. This project focuses on
mitigating the adverse effects of climate change with a specific focus on
reducing carbon dioxide (CO2) emissions, which are a major contributor
to global warming.

Objective: The project will utilize a combination of qualitative and
quantitative research methods including data collection, statistical
analysis, and quality management tools to propose and validate
solutions.
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C O P C Total Estimated Annual COPQ: $1.43 billion

Cost Categor m Estimated Annual Cost Data Assumptions

Costs of treating respiratory and cardiovascular . 3% of the urban population affected annually,
. . . . $600 million
diseases linked to poor air quality. average treatment cost $2,000

Healthcare Expenditures

Costs for cleaning waterways, air quality
Environmental Restoration improvement projects, and reforestation due to $250 million
environmental damage.

500 projects per year, average cost $500,000
per project

Productivity losses due to increased illness and 5% reduction in productivity for 3% of the

Lost Productivit 400 million
L reduced work capacity from poor air quality. > ! workforce
Absenteeism Costs rfelated to employees mi.ssing work due to 4180 million 3% of the workforce, average cost $1,200 per
health issues caused by pollution. employee
Decreased quality of life and well-being due to Difficult to quantify but significantly impacts
Quality of Life . quality of . W ng ou Not monetarily quantifiable ! |.u R u £ I_ I_ L
environmental degradation. public health and social stability

- . Costs associated with the loss of biodiversity, which ; e Loss of approximately 1% of local species
Biodiversity Loss o i Not monetarily quantifiable
can affect ecosystem stability and services. annually
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Design

Problem Statement: In the metropolitan
area of City X, vehicle emissions are
currently contributing 40% of the total CO2
emissions, which is significantly above the
national average. Data indicates that on
average, CO2 emissions from vehicles
amount to 150 grams per kilometer,
exceeding the target limit of 110 grams per
kilometer set by environmental regulations.
The goal is to reduce these emissions by
30%, bringing them below the national
average and within regulatory limits.
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Process Capability Analysis

Process Capability Report for CO2 Emission (g/km)

AsL Target U%L
Process Data : : '
LSL 70
Target 90
USL 10
Sample Mean  100.05
Sample N 40

StDev(Overall) 13,5153
StDev(Within)  18.0487

60 75 90 105 120 135

Performance
Observed Expected Overall Expected Within
PPM < LSL 0.00 13094.37 47962.1
PPM > USL  200000.00 23080415 2907191
PPM Total  200000.00 24389853 338681.82

The actual process spread is represented by 6 sigma.

Overall
= = = Within

Overall Capability
Pp 0.49
PPL 074
PPU 025
Ppk 025
Cpm 040

Potential (Within) Capability
Cp 0.37
CPL 0.55

cPU 018
Cpk 018

The CO2 Emission in the City were Measured and
analyzed before and after the process improvement.

USL (Upper Specification Limit): 110 g/km (this is the
regulatory target limit for CO2 emissions).

LSL (Lower Specification Limit): 70 g/km (this might
be an aspirational target for eco-friendly vehicles).
Target: 90 g/km (average desired performance).

The Cp value is 0.37, which is far below the
benchmark of 1.33, suggesting that the process
spread is much wider than the specification limits,
indicating a non-capable process.

The Cpk value is also 0.18, reinforcing the finding
that the process is not capable of meeting the
specification limits consistently when considering
the process centering.

The PPM > USL is significantly high at 2,000,000,
suggesting that a large number of units exceed the
Upper Specification Limit
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Process Improvement: Traffic Flow Optimization

Process Capability Analysis (After Pl)

Implement a Smart Traffic Management System
(STMS) which uses real-time data analytics to

Process Capability Report for Co2 after Pl optimize traffic lights and reduce idling time.
LS‘L !arrget U?L
i DOAMROPE: ' iy Both Cp and Cpk values have improved. Cp has
T 90 H
o pid Overal Capability increased from 0.37 to 1.18, and Cpk has gone up
e i e from 0.18 to 1.05. This indicates the process spread
SIDwWithin £.06012 k. 1o is narrower relative to the specification limits and
Cpm 145 .
it (AR} Gty that the process mean is better centered between
e Ja the LSL and USL. Now both indices are above 1,
il showing a capable process that can meet
specifications more consistently.
72 78 84 90 9 102 108 The PPM > USL has dropped dramatically to 8.03,
Parformance - indicating that the number of units exceeding the
Observed Expected Overall Expected Within 8 o
PP < LSL 0.00 8.3 78247 USL has significantly decreased post-PlI.
PPM > USL 0.00 0.05 47.21
PPM Total 0.00 8.08 82937

The implementation of a Smart Traffic Management
System appears to have been effective in reducing
CO2 emissions from vehicles, making the process

| The actual process spread is represented by 6 sigma.

much more caeable than before
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Six Pack Report

I Chart (Individual Value Plot):
Process Capability Sixpack Report for Co2 after PI The process is stable with most individual values

e — e T falling within control limits, showing consistency
3 ’ ' ' ﬁ [ e Ve over time with no signs of special cause variation.

5 92 ‘ \ &7 | icatiom
e va".’\.‘\ ,’»‘*.f autva' b | s
© Target 0 opge
E i A1t sl ouw we Normal Probability Plot:
R S T osm omomE The data points closely follow the straight line,
Moving Range Chart Normal Prob Plot . .. .

o e AD: 0211, P: 0.847 suggesting that the emission data is normally

& | Z ! . . . . .
3 a f’ distributed, a key assumption for many statistical
B .
g W N SN, ST L analyses.
: N @ L Y
o PV ™ R R
1 5 9 13 ” 21 i3 29 33 37 Capability P|ot:
Last 25 Observations _Capability Plot . . .

%l . - . wive | Ovenll | o The Cp and Cpk values are both above 1, indicating a
¢ * . ’ . Y% & 1w LT |G A ble pr with Cp showing the pr '
ot s . AR b oae capable process, p showing the process's
= G » . ’. L T ——— | 50 ability to meet specifications and Cpk indicating that

» = % = p— the process is centered between the limits. The
Observation kS ¥ Y . .
, , process performance (Ppk) is also above 1, which
The actual process spread is represented by 6 sigma. | . e .
further confirms the capability in the long run.
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RCA : FISHBONE

Road Conditions Driving Habits Age of Vehicles

Traffic Congestion

Awareness Maintenance

Weather Conditions Training Technology

Availahility Traffic Management

Enforcement Type of Fuel Urban Planning

Emission Standards Quality of Fuel Public Transportation
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Pareto Chart

High Traffic Congestion is the leading cause of high
vehicle emissions, accounting for approximately
19.5% of the total frequency. It’s a critical area to
target for emission reduction strategies.

Poor Maintenance and Aggressive Driving are also
substantial contributors, with about 14.7% and
12.7% of the frequency, respectively. These indicate
behavioral and maintenance-related issues that
could be addressed through public awareness
campaigns and stricter vehicle maintenance
regulations.

Old Vehicles and Inefficient Technology together
make up around 22.1% of the total frequency,
suggesting that there is significant potential for
improvement by updating vehicle fleets and
adopting newer, cleaner technologies.

RACUSE UNIVERSITY

Pareto Chart of Cause

200 190 150
72 65 62 49

30001
g 25001
< 2000
A 1500 1
'
= 1000+
500 1
0.
Cause X
£ & & & ¢ C SN
I R P A T R T -
v S ‘é’\ o \& @\‘" ) O éo
<2 Q°é o @L\e b?) é“‘& \S’* 5
o “ )
) Nl Q
e
L
&
Frequency 600 450 350 320 280 270 220
Percent 195 147 127 104 ER) 88
Cum % 195 342 469 573 664 752

824 889 951 1000

1 100
- 80
- 60

20

Percent

The top three causes you could potentially mitigate about 46.9% of

the problem.




Quality Function Deployment
Project title: Climate Change Prevention,/Mitigation -~ . + Correlation:
Project leader:| Shreyas Patil . + . -
Date: 4/10/2024 Positive  Mocorrelation|  Negative
+ +
+ Relationships:
9 3 1
Desired direction of improvement [T,0, -0} Strong Moderate Weak None
Functional Requirements (How's) alectric
1: low, 5: high = | smart traffic low- vehicle modernize | emissions Competitive evaluation {1: low, 5: high)
Customer management | emission _ public standards ) . ) ) ) )
. . charging . . Weighted |Satisfaction | Competitor | Competitor | Competitor
importance Customer Requirements - (What's) systems ZOnes h transit for vehicles B i i i
i stations Score rating rating 1 rating 2 rating 3
rating -
1 : Ret_iuce overall CO2 emissions from g 9 3 3 g 165 2 3 2 7
vehicles.
7 c DF_HErEE_Ise average individual vehicle 3 g 1 1 g 115 3 a 1 2
emissions.
3 4 Improve urban air quality indices 9 9 3 3 g9 132 4 3 3 3
| dopti f bl
. 3 ncrease adoption of renewable 1 1 g 3 1 a5 c 3 a s
energy sources.
5 a Enhance public transportation options 3 3 3 9 3 a4 2 2 7 7
and usage.
b 0
. -
Technical importance score 111 141 71 7 141 541
Importance % 21% 26% 13% 14% 26% 10026
Pricrities rank 3 1 5 4 1
Current performance 3 5 2 4 4
Target 5 5 5 5 5
Benchmark 4 3 3 4 3
Difficulty 2 2 1 2 3 1: very easy, 5: very difficult
Cost and time 3 3 4 5 3 1: low, 5: high
Priority to improve 5 4 4 3 4
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Detailed Analysis of DOE on Climate Change Mitigation Factors

Climate change is a critical global issue influenced by various factors. In this study, a Design of Experiments (DOE)
approach is utilized to systematically evaluate the impact of three significant factors on climate change
mitigation: Carbon Dioxide Emission Levels (Factor A), Forest Cover (Factor B), and Renewable Energy Usage
(Factor C). This analysis aims to understand the individual and combined effects of these factors on mitigating
climate change

Methodology

A full factorial DOE was conducted, assessing the interactions and main effects of the three factors. Each factor
was coded as follows for the analysis:

1.Factor A (Carbon Dioxide Emission Levels): Low (-1), High (+1)
2.Factor B (Forest Cover): Decreased (-1), Increased (+1)
3.Factor C (Renewable Energy Usage): Low (-1), High (+1)

The factorial design allowed for the examination of each factor's impact and the interaction effects between
them.
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Pareto Chart of the Standardized Effects
(response is Response, o = 0.05)

Term 212
|
Factor Mame

C & &

B B

C C
A
B
ABC
AR
BC
AL

0 : 4 5 : 10
Standardized Effect

The Pareto chart of the standardized
effects illustrates that in the context of
climate change mitigation, Factor C
(Renewable Energy Usage) stands out as
the most influential, exceeding the
significance threshold indicated by the
vertical red dashed line. Factor A (Carbon
Dioxide Emission Levels) also surpasses
this threshold, showing a significant effect,
while Factor B (Forest Cover), though
impactful, is less significant compared to
Factors A and C. Interaction effects,
particularly the three-way interaction
(ABC), and two-way interactions (AB, BC,
AC) are below the significance threshold,
suggesting they do not significantly
influence the response variable at the 0.05
alpha level.
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Normal Probability Plot (Top-Left): The
residuals fall along the straight line quite
well, which suggests that the residuals are Residual Plots for Response

normally distributed Normal Probability Plot Versus Fits

Residuals Versus Fits Plot (Top-Right): 0
There's no clear pattern or trend in the
residuals as they're scattered randomly
around the horizontal axis.

Percent
i
Standardized Residual
=]

2 ¥ 0 i 2 - 0 H 10 i 0
Histogram of Standardized Residuals Standardized Residual Fitted Value

(Bottom-Left): The histogram shows the
distribution of the residuals. The shape is -
somewhat symmetric and bell-shaped

Histogram Versus Order

4.5

EX

Fregquency

Residuals Versus Order Plot (Bottom-
Right): This plot shows the residuals L
p|b0tted agaInSth thedtlme Order Of tEe he =20 -1.5 A0 -0% oo 0% 1.0 1.5 - P 4 [ B 1II:I 1z 14 1l:.‘- 1@ 20 22
observations. There doesn't appear to be Standardized Aesidual Chservation Drier

any obvious pattern or cyclicality,
suggesting that there is no autocorrelation
in the residuals.

Standardized Residual
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Factorial Regression: Response versus A, B, C

Eﬁ’de‘d Coefficients In the factorial regression analysis, factors A (Carbon Dioxide Emission
Term  Effect Coef SECoef T-Value P-Value VIF Levels), B (Forest Cover), and C (Renewable Energy Usage) significantly

Constant 8.320 0.53 15.52 0.000 . . .
8075 4038 0537 757  0.000 impact the response variable. Factor C has the most substantial effect,

3753 1.876 0537  3.49  0.002 followed by A and then B.
9.622 4.811  0.53 895  0.000

Low p-values for all factors confirm their significant influence
The model's R-squared value of 88.16% indicates a strong explanatory

Model Summary power for the response variable
5 R-sq R-sq(adj) R-sq(pred)
2.63213 88.16%  B6.38% 82.95%
Pareto Chart of the Standardized Effects Renewable Energy Usage
. . (response is Response, o = 0.05) H H H
Analysis of Variance - . (C) is the mos_t significant
i : : o wme | faCtor exceeding the
Source Adj55 AdjMS F-Value P-Value A A .
Model 1031.56 343.854  49.63  0.000 . gl reference line for a
Linear 1031.56 343.8354  49.63  0.000 confidence level of 95%,

391.58 391578 5652  0.000 indicati :
84.49 84491 1220  0.002 ol Indicating a strong Impact
555.40 555404  80.18  0.000 on climate mitigation
Error 20 13856  6.928 efforts
Lack-ofFit 4 51.04 12760 233  0.100 -
Pure B7.52 5470
Error | i

Total 23 117012 0 1 z E! 4 5 6 7 8 3
Standardized Effect
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Overall Analysis

In the factorial regression focused on climate change mitigation, the
effects of Carbon Dioxide Emission Levels (A) and Renewable Energy
Usage (C) are statistically significant with effects of 8.079 and 9.622

. Coded Coefficients
respectively.

Term Effect Coef 5E Coef T-Value P-Value VIF

Interaction Effects: Constant 2339 0477 1747  0.000
. . ' . _ A 8.079 4039 0477 846  0.000 1.00
The interaction between Factors A and B (A*B) showed a marginal B 3753 1876 0477 293 0.001 1.00
significance (p = 0.072), suggesting that the combined impact of C 9622 4811 0477 1008 0.000 1.00
carbon dioxide emission levels and forest cover on climate change is A*E 1.838 0919 0477 1893 0072 1.00
notable but requires further investigation to fully understand its AL -0623 0311 04y7 085 0524 1.00
dvnamics B+C 0649 0325 0477 063 0506 1.00
y ' A*B*C 2078 -1.039 0477 218 0.045 1.00

The three-way interaction (ABC) was significant (p = 0.045), pointing
to a complex interrelationship between carbon dioxide emissions,
forest cover, and renewable energy usage. This suggests that the
most effective climate change mitigation strategy might require a
holistic approach that considers all three factors simultaneously.




The Supply Chain Model (Lean)

The challenge lies in determining the optimal number of measurement stations
required, along with the corresponding measurement device assemblies and
support crews to operate these stations.

The weekly flow information

Measurement Week Distribution J
. Measurement
ltem Support Crews Device : 1 5
Stations
Assembly 2 3
Production/Sale 9 10 8 3 6
Inventory Max 9 7 8 4 8
Cost of Inventory 1 3 5 5 3
Cost of Overflow 3 4 7 6 6
Cost of Shortage 5 6 8 ; g
Random/Selection  Judgement Judgement Distribution ) 9 6
10 9

Min no of Stations : 3
Max no of Stations : 10




Product

Measurement Stations

Measurement Device
Assembly

Support Crews

Column1l

O0Demand (J1)
Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow
Cost of Shortage

1Production

Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow
Cost of Shortage
2Production
Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow
Cost of Shortage
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Results-

BEFORE
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Measurement Stations

Measurement Device
Assembly

Support Crews

Columnl
ODemand (J1)
Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow
Cost of Shortage
1Production
Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow
Cost of Shortage
2 Production
Planned Receipt
Total Units
Inventory
Overflow
Shortage
Cost of Inventory
Cost of Overflow

Cost of Shortage
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Comparison-

BEFORE
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Value Stream Map

. Implementation .
Energy Suppliers Update Data €« Policy Development : | — Urban Residents
Repositories prane
6 -G
Data Collection - Quarterly: L.'\?I'JS W i j LT 4W
CO2 Emission Data DF'” 1TW _ EE&L\'EW
Analyzed C8A 70% = - Lead Time & Months
CI/O cio Takt Time: 6 Months
|
1w 1w =

Collect Emission ) Analyze Data & plan | > Deploy Emission  § | >l Monitor & Report | >l Review & Adjust
Data initiatives Reduction Measures on Progress Paolicies
VI s BV oC_PI s G
LT 3 weeks LT 7 Weeks LT 10 weeks LT Ongoing LT 18 Weeks
] 8 P/T & weeks 18 P/T Continuous 7 PIT 12 weeks

5 \| PIT 2weeks P/IT 4 weeks
%C&A 90% YC&A B5% Y% C&M 95% YCRA 93% %C&MA 92% Taaw
C/O C/O 3 min C/O 3 min CiD C/O
PT26 W
IW W 10w . b % CBA 41%
AW BW - 2w

ra
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Gauge R&R Study

In our efforts to mitigate climate change, we have deployed CO2 sensors across
the urban area to monitor carbon emissions. There is a need to validate the
measurement system's reliability to ensure the consistency and precision of
these instruments. Therefore, a Gauge R&R study will be conducted.

For the Gauge R&R study, we will consider:

4 randomly selected CO2 sensors (the 'parts' in the study).
3 operators who will each measure CO2 levels with all sensors in identical
conditions (the 'appraisers' in the study).

3 repeated measurements per sensor by each operator (the 'repeats’ in the
study).

The measurements will be taken in parts per million (ppm) of CO2 in the air,
which is the standard unit of measurement for this type of sensor.

YRACUSE UNIVERSITY
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| —

Gage R&R (ANOVA) Report for Measurement « o .
o Part Variation:

Dateof sty iy There is significant variation between parts
= ”f’“’ | (sensors), with a P-value of 0.000 in both ANOVA

#0] = Sesruges = -5
i ‘ ‘ ' o i“'/-// . «*/-“"-{ ta b I es

Percemt

"~
w |
-

Gage RAR Repeat Regrod  Part-to-Part
g E ' RC;M??’ - i Measurement by Operator Operator Va riation:
R - *—# —# There is a statistically significant difference between
R A= 5 — operators (P = 0.039). However, when the
Xbar Chart by Operator Cpciar . . . . . . fe .
; 3:/. s s _part - Operator iteraction interaction is removed, this significance disappears
R v/\'- .’ / .\& .y "' o T3 ws" ’:\ '+°='"’=‘ M M b
ped YT VTV be NS T (P =0.479), suggesting that the initial operator effect
PER R R L A might be due to interactions with the parts.
Guage R&R Variance Components Repeatability:
i A i i i St R e The repeatability, contributes 34.60% to the total
Total Gage R&R 45630 34,60 . . . . . . . .
Sowce  DF S5 MS___E_P :epea;fﬁq;% 3650 w450 variance. This is quite high and indicates that a single
Operator 2 6:889 5:4444 5:313 0:039 APEOEILY ) : H H H
iii?x’w & 5556 osme 007 asss  Cpeine. B0 L operator taking measurements multiple times may
Tl 35350306 Fomllaranon - 131868 10000 obtain significantly different readings.

o Lo remove interaction term = 0.05

Gage Evaluation

Study Var %Study Var

Two-Way ANOVA Table Without Interaction Source StdDey (SD) (6 x SD) (%SV) Rep roducibil ity:
Total Gage R&R 213611 12.8167 58.82 A . . .
Sowce  DP__ S5 Ms __F P Repeatability 213611 128167 58.82 Reproducibility, is not contributing to measurement
Sart 415528 RELTS 18'30?3 °'°g° Reproducibility 0.00000 0.0000 0.00 ’
Repeuabiity 30 136885 4630 i Gt oM 100 system variation, which is a good indication of
ol ; : Part-To-Part 293661 176196 80.87 V4 ’ g
Total 35 390.306 St
Total Variation 3.63134 21.7880 100.00

consistency among operators.
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Gauge R&R Study - Analysis

Part Variation:

Cause: High variability between or issues with sensor storage or handling.
Remedy: Standardize sensor specifications and tighten quality control during
manufacturing. Implement strict handling and storage protocols.

Operator Variation:

Cause: Differences might be influenced by how operators interact with the
sensors.

Remedy: Standardize training for all operators to ensure consistency

Repeatability:

Cause: The measurements taken by a single operator are inconsistent.
Remedy: Check and calibrate measurement instruments regularly to ensure
accuracy and reliability.

Reproducibility:
Cause: Good reproducibility indicates that variability among different
operators is low, which is positive but may mask issues observable only at
individual levels due to the repeatability problem.

SYRACUSE UNIVERSITY
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Acceptance Sampling

The project involves receiving batches of air quality sensors that will be
deployed across an urban area to measure pollutants as part of a
climate monitoring initiative.

* Lot Size (N): Total number of sensors in each delivery, say 1,000
sensors.

* Producer's Risk (a): The risk you (as the buyer) are willing to take -
0.05.

 Consumer's Risk (B): 0.10.

* Acceptable Quality Level (AQL): - around 0.01 or 1% defective.

* Lot Tolerance Percent Defective (LTPD): - 0.05 or 5%

e Sample Size (n): 80 sensors. ( from Nomograph)

e Acceptance Number (c): 2. ( from Nomograph)

* Choose the AQL
* Choose the Inspection Level (Special
vs General)

* Determine the Lot Size

* Find the appropriate Sample Size Code
letter from Table I-Sample Size Code Letters

* Determine the appropriate Type of
Sampling Plan (Single, Double, Multiple)

* Check the appropriate table to find the
Acceptance Criteria

RACUSE UNIVERSITY



Operating Characteristic (OC) Curve

It shows that as the lot defect percentage
increases, the probability of accepting the
lot decreases. For a lot with a 1% defect
rate, the curve suggests a very high
likelihood of acceptance (close to 1), which
drops as the defect rate increases

Average Outgoing Quality Curve
The peak of the AOQ curve represents the
highest potential average quality that the
inspected lots could have after rejecting
and potentially replacing defectives based
on the acceptance sampling plan.

Average Total Inspection Curve

It suggests that as the incoming lot quality
worsens (defect rates increase), more
items are inspected on average, likely due
to an increase in lot rejections and the
need for more inspections or re-
inspections

YRACUSE UNIVERSITY

Operating Characteristic (0C) Curve
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Statistical Process Control — X Bar-R

The Xbar chart displays the average CO2 emission levels of
subgroups collected over 19 time periods, which could
represent weekly averages from various locations within the
urban area.

The central line (X) indicates the overall process mean for
CO2 emissions, which serves as a benchmark for comparing
individual subgroup averages. None of the individual points
fall outside the control limits, which suggests that individual
CO2 measurements are within the expected range of
variability and the process is in control. However, there's
noticeable fluctuation which might warrant further
investigation.

The R chart reflects the range of CO2 emissions within each
subgroup, highlighting the spread of the data and indicating
the consistency of the emission levels.

A consistent R chart, where all points fall within the control
limits (UCL and LCL for the range), suggests that the
variability in CO2 emissions is stable and predictable across
the subgroups.

=l
=
1

Sample Mean
&

Sample Range
[==] L
= =

=]
1

Xbar-R Chart of Normal

oo
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o
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3 11 1z
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o
=
1

&

)
=
1

3 11 1z

5
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19

CL=75 12

=t

LCL=34.88

ICL=732.77

F=34.29

LCL=0
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Statistical Process Control — I-MR Chart

This chart plots the individual observations of CO2 levels
over time.

I-MR Chart of CO2 Level(ppm)

The central line (X-bar) represents the average CO2 level u uctL=20863
across all observations, which is approximately 402.5 ppm.

- .. - '/.\ /\ L] /./\ /\ X=4025
The Upper Control Limit (UCL) and Lower Control Limit (LCL)

T 4004 \f \
are set at approximately 409.65 ppm and 395.35 ppm, /\// \/ \/\/\/

. 3954
res p e Ct ive I y' 1 d ? IIIJ ll3 1IE IIEI EIE EIS EI'S

Observation

Individual Valuee

LCL=395.35

None of the individual points fall outside the control limits, _ UCL=8788

which suggests that individual CO2 measurements are within
the expected range of variability and the process is in AL /\\ A A _
- VARV VAN ANV

control. However, there's noticeable fluctuation which might
warrant further investigation. . . . .

1 4 7 10 13 16 19 22 25 28
Observation

Maoving Range
=) P Fs 0 [+:)

LCL=0

The I-MR (Individuals-Moving Range) chart is used here
instead of an Xbar or P chart because the data represents
individual measurements rather than subgroups
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FMEA

Mode Failure Failure Occurrence (O Current Control(s Detection (D

Sensor reading
inaccuracy

Air Quality Sensor

Air Quality Sensor Power failure

Data transmission
Air Quality Sensor

failure
Air Quality Sensor Physical damage
DEIEWGENEH Incorrect data
Software processing
Improper
Installation Process . > p'
installation
Maintenance Inadequate
Procedure maintenance

Incorrect data leads to
poor policy decisions

Data gaps leading to
incomplete data sets

Loss of real-time data,
delays in data analysis

Sensor goes offlineg,
missing measurements

Misleading information
presented to policymakers

Sensor malfunctions or
incorrect data

Reduced sensor lifespan,
inaccurate readings

10

Calibration drift,
sensor degradation

Battery failure,
power supply
disruption

Network outage,
hardware failure

Vandalism, weather
damage

Software bug, user
input error

Improper handling,
incorrect setup

Infrequent
maintenance,
untrained staff

Regular calibration
checks, quality control
at manufacturing

Battery life monitoring,
backup power supply

Network redundancy,
routine hardware
checks

Protective casing,
secure installation

Code review, user
training

Installation guidelines,
installer training

Maintenance schedule,
staff certification

216

105

96

60

60

168

105




FTA — Fault Tree
Analysis

Inaccurate Air Quality Data
Collection

[ | [ ]

Sensor

Quality
Defect

Hardware
Malfunction

Software
Malfunction

Physical Wear and Incompatible Firmware
Damage to Tear Software Bug
Sensor Update

Over-the-Air
Update Error

Sensor T Dat_a . Calibration SF:OWFIF
Failure ransmission Error upply
Error Interruption
7 T
Server Network In;:nglrlrelct T.arlftv(‘?t\.;‘er " Battery Power Grid
Downtime Failure nitial ime WWithou Failure Failure
Calibration Recalibration

Lack of
Maintenance
Schedule

Network
Outage




Improvements & Conclusion

Improvements

Continuous improvement is integral to the success of our urban greening initiative. The data-driven approach we've taken, particularly
with the application of Statistical Process Control (SPC) techniques, highlights the need for iterative recalibration of our air quality
sensors to ensure accurate readings. Enhancing network redundancy and investing in robust weatherproofing _measures for our
sensors will also mitigate the risks of data transmission failures and physical damage. Proactive maintenance schedules and staff
training are recommended to address potential drifts in-sensor calibration and to preserve the integrity of our data collection process
over time.

Conclusion

In conclusion, the systematic examination of our climate project's processes through various statistical and analytical methods has
provided a comprehensive understanding of our current capabilities and areas for improvement. The FMEA highlighted critical points of
potential failure, enabling us to put preemptive measures in place to ensure the reliability of our air quality sensors. Moreover, the Fault
Tree Analysis allowed us to delve deeper into the root causes of potential inaccuracies in data collection, leading to a strategic
framework for mitigating these risks.

The SPC analysis, particularly the I-MR chart, has reinforced the stability and control we maintain over the process, with all individual
measurements falling within expected control limits. This confirms the effectiveness of our current operational procedures and sets a
benchmark for ongoing quality control
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